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Simple theory and techniques are explored and developed to utilize the dif- 
ferentiai scanning caIorimeter for the determination of heat capacirics, glass transition 

and enthalpies of transition between two thermodynamic states of substances. Effects 

due to the transition kinetics and thermal and electrcnic lags of the instrument are 
either corrected for or eliminated. 

The calorimetric equations that relate eathalpy change to the area between 

traces from difTerentia1 scanning calorimetry (DSC) were noted in the early 

literature*. However, since then. analytical techniques have focused upon the 

measurement of the -amplitude of the power-difference coordinate, rather than the 

area bounded by the traces between two temperatures. Therefore. the treatment- of 

data from DSC predominantly has made use of methods incorporating assumed 

thermokinetic mechanisms_ This situation has been a carry-over from the necessary 

preoccupation of thermal analysis with the kinetics of heat flow in &s&al differentia1 

thermai ana!ysis systems. Such methods are based on tenuous simplifying assumptions 

and gross approximations of rigorous but intractabIe heat flow equations. 

However, Guttman and Flynn’ have recently formaiized methods based on 

fundamental thermodynamic considerations which should serve to redirect data 
anaIysis techniques away from these often irrelevant problems inherent in treatments 

based on kinetic mechanism. This methodoiom is further developed and extended in 

this paper. 

CALIBRATIOK OF ISOTHEFt_%lAL TEMPERXTLNE 

The temperature calibration at any non-zero rate of temperature change 

involves corrections for lags within the system and for any difference between the 

*Presented at the 4th North American Thermal Analysis Society Muting, Worcester, Mass, 
June 13-15, 1973. 
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pro,orammed and sample temperatures_ This calibration is discussed in a subsequent 

article. However, here we will show that the calibration of the pro_grammed tempera- 

ture of the DSC with the temperature of a sample within the sample cup may be 

effected for the isothermal case. 

One assumption is made concemin g the instrument at this point-baseline 
stabiIity_ That is, at any @en temperature, there is a constant and reproducible net 

diEerence in power supplied to the two calorimeters to overcome their respective heat 
leaks_ 

The Sect of a change of the pro_- ed temperature upon the net power 

differen& (64) between the two covered calorimeter cups, each containing empty 

sample containers and lids, is shown in Fig. la. The pro_mammed temperature is 

raised 0.1 K increments from 427.5 to 428.5 K. A transient deflection of the baseline 

occurs at each increment_ (The manner in which the temperature change is ac- 
complished is not relevant, e._g., either by changing the temperature at constant rate or, 

as in Fig. I, by an instantaneous turn of the temperature programmi -ng knob.) 

? * 

Fig. I. DSC trace (differential power vs_ time) of successive isothermals for emp:y calorimeters and 
for fusion of indium. Chart speed I in_/min; Range 2. a) empty sample containers; b) S-0 mg of 
99.99 indium in sample calorimeter. Xumbers represent programmed temperatures_ Temperature 
change occurs at the be&zing of each defhzction. 

The difference in heat leaks of the sampIe and reference calorimeters is assumed 

linear with temperature over the short temperature intervals in Fig Ia Therefore, a 
straight baseIine is constructed connectin, m the isothermals. The area between the 

deflection and the baseline, A,(T,,T,), for the temperature change, Tr --, T,, for 
traceais 

4(T2, Tl) = [6(r)-&(r)Jdt = K-’ (1) 

where h’ is an enthalpic rate cahbration factor, [6(t) and 6,(r)] is the deflection of 

trace a from the baseline at time, t, and C, and C, are the heat capacities of the 



sample and reference calorimeters, respectively_ Here, in eqn (I), and in the equations 

to follow, a measured amount of heat supplied to a material, determined by an 

experimental area, is identified with the enthalpy difference of the material at two 
temperatures. It assumes implicity that the experimental time scaie is such that initiai 

and Enal measurements are made at times sufficient for the materials reasonably to 
approach stabie or metastable thermodynamic states, This problem becomes much 

more critical during the tapid temperature changes inherent in methods of dynamic 

enthalpic analysis, in which, at best, “steady” rather *than stationary states are 

approached. 
The effect of an 8.0 mg sample of indium, sealed in the sample container within 

the sample calorimeter, upon the trace of an experiment similar to that shown in 

Fig. la is shown in Fig. Ib. Here, the area htween the deflection and the isothermal 

baseline for a temperature change, T, + T,, is 

A,(T,, Tl) = ic-1 (C,-&)dT t 
s 

== C,dTilr,(T,, 
TZ 

(2) 

where C, is the heat capacity of the sample and h,fT,,T,) is any heat of transition 

occurring in the sample during the temperature change, T, + T,. 

The large deflection from the baseline in Fig. lb between 428.1 and 428.2 K is 
due to premelting phenomena, and the exceptionaliy Iarge defiection for the tempera- 

ture change, 428.2-428.3 K, identifies this programmed temperature interval with the 
melting point of indium. 

In this fashion, the programmed temperature may be calibrated under iso- 

thermal conditions with a degree of accuracy dependent upon the sensitivity of the 

temperature pro,- er and the accessibiIity of a sufiicient range of calibrating 
substances with sharp, well-characterized transition temperatures_ (On some instru- 

ments, temperature intervals must be larger than those in Fig. I, so that short-lived 
electronic effects do not bias the area caIculations_) 

If it is assumed that the sample, sealed in an ahuninum container within the 

covered calorimeter cup, has no effect on the heat leak, or any such effect is inde- 
pendent of temperature over the range, TZ --, T,, eqn (1) may be subtracted from 

eqc (2) to obtain 

Ab(TZ , Tl) - A,(T, , Tl) = K- ’ csdT+h,G,T,) 

which relates the therxnodynam ic properties of the sample, C, and h,, to experimental 

areas. Thus, if C, and 11, are known over the interval, T1 + T2, the caiibration factor, 

K, may be caIcuIated. Conversely if K is known, C, may be &cuIatea for temperature 

intervals for which h, = 0 from the area differences in eqn (3). If the value of C, has 

been determined, this relatively small heat capacity integral may be subtracted from 

eqn (3) and the enthalpy of transition calculated. 

The expetipntai method in this section may be used in conjunction with the 

Van? Hoff equation to determine the purity of ideal solutions3. 
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DJSERMiNATIOS OF HUT CAPMXTY 

A cakulation of heat capacity from the experiment in Fig. 1 of the previous 

section would involve differences in small areas over short temperature intervals_ The 

experimental accuracy may be increased by utilizing a Iarger temperature interval. 

The results of such an experiment are show-n in Fig. 2. 

6 6 
-- - I_-+ 

Fig. Z DSC trace for empty calorimeters and for heat capacity of a-AI,Ob at constant prommmed 
. 

temperature change. Chart speed 1 in.imin; Range 8; TD = - 10 Kimin. a) empty sample containers; 
b) I30 mg of z-L-Ai203 in sampIe container_ Numbers represent calibrated isothermal temperatures- 
Programmed temperature change began at time, A; stopped at B. 

The empty containers (curve 2a), which were maintained at a calibrated iso- 
thermal temperature of 449.8 K, are cooled at a programmed rate of 10 Kjmin (the 

corrected cooling rate varies between 9.5 and 9.1 Kimin due to the change in slope of 
the temperature calibration curve in this region)_ The cooling is discontinued and the 

system is maintained at a cahbrated isothermal temperature of 412.2 K. 

An experiment diffk-ing only in that a 130 mg disc of Z-AI,O, is sealed in the 

sample container is shown by curve 2b. 

An average vaIue for the heat capacity, C;( IZ .2-r) may be obtained from the 

difference of the two areas between curves 2b and 2a and their respective isothermal 

baselines, as the integration of eqn (3) between Tr and 1’_ assuming &( T,,T,) = 0. 

yields 

i3') 

As is the case in the previous section, the areas do not depend upon the mode by 

which the temperature change was accomplished. 
An average heat capacity is determined in all methods of calorimetric measure- 

ment involving isothermal interruption. Narrowing the span of the temperature 
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interval in any individual experiment involves accommodation to the requirements 
for precision in the measurement of area and temperature differences. 

The linear extrapolation of thz baselines in the calculation of the areas in eqn (3’) 
over a single large jump may introduce an error if the cun-ature of the baseline is 
altered by the presence of a sample. Any such baseline curvature may be fohowed 
better by summing the areas of a series of short temperature jumps over the interval 
Ti --+ T2. Such a summation cancels out any inaccuracies in the measurement of the 
intermediate individual temperature intervals: 

1 

In this use of the DSC as a calorimeter, a metered temperature change is 
produced in the system, and the compensating amount of pow-er is measured. This 
may be contrasted with traditional calorimetry in which a metered amount of power 
is added to the system and the compensating temperature change measured. 

Both cases determine a mean heat capacity over a temperature interval. In- 
stantaneous heat capacities are obtained only in scanning methods. However, here 
the thermal lag in many materials, especially organic polymers, complicates definition 
of the instantaneous thermodynamic state of the material. 

An accurate value for the change in enthalpy of r-Al,Oj over the temperature 
interv-al in Fig. 2 is available in the literature ‘. This va!ue and the difference in areas 
between curves 2a and 2b and their respective iwthermal baselines result in a value 
for the calibration factor, K. This value is four percent lower than a K calculated from 
the area under the heat of fusion curve of 8.0 mg of 99.99% indium at 429 K on the 
same instrument. 

. 
DEI-FCXMINATION OF GLASS TRASSITION lX_MPERATURE 

The glass transition temperature is usually defined as that temperature at which 
there exists a discontinuity in the slope of the temperature-enthalpy cwcve, e.g., the 
temperature of intersection of the enthalpy curves of the supercooled Iiquid and 
glassy states of a substance_ Unfortunately, the application of this simple definition to 
thermal analysis data is often beclouded by complicating factors. 

Some of these factors may be illustrated in the schematic enthalpy-temperature 
plot in Fig. 3. The solid line, 2, represents the supercooled liquid state of the system. 
Rapid cooling from T2 (dotted line a) results in-the formation of a metastable glassy 
state represented by line 1’. Slow cooling from T, (dotted line b) results in the 
formation of a different metastable state represented by line 1. 

The intersection of the extrapolated enthalpy curves for states 1 and 2 defines 
the glass transition temperature, To,r , between states 1 and 2 at which kJ(state 1) = 
H(state 2) and the slope of the enthalpy curve changes discontinuously from C1 to 
C2. The intersection of the extrapolated enthalpy curves for states 1’ and 2 simiiarly 
defines the glass transition temperature, To-r,, between states 1’ and 2. 

A glass transition temperature might be determined from an experiment 
similar to that illustrated in Fig. 1 by notin, * the temperature interval in which the 
heat capacity changed abruptly. If the temperature intervals were small, the deter- 
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Fig. 3. Enthaipy-temperature schematic in gIass transition region. Supercooled Iiquid, line 2; 
metastabk gIass, line 1; mctastable g&s, line I’_ To_ r, gIass transition temperature between sfaies 1 
and 2; 7-,_,., glass transition temperature between states 1’ and 2: TX, T=. temperatures outside of 
region of glass transition kinetics. Curve a: state 2+-state 1‘ (rapid cooling); Curve b: state 2+statc 1 
(slow cook@; Curve CI state l’+state 2 (slow heating); Curve d: state l-+state 2 (rapid heating)_ 

mination of heat capacities from the area difFerences would require an apparatus of 
very great sensitivity and an extremely accurate measurement of the temperature 
interval_ In any event, such a measurement invoIves the kinetics of the transition in its 
determination_ 

t . 

Fig 4. Idealized DSC trace for a glass transition. a) empty sample containers; b) sample with g&s 
transition at To in sample container, T l, T’, calibrated isothermal temperatures; T;, I’&, 7;. r,, 

cabbrated temperatures at heating rate, iv. System isothermal at T1 until time, A; heated at rate, ?_ 
until time, BD; isothermaI at T’ after BD. 

If, to avoid kinetic compiications, the temperature jump interval is increased to 
extend from a temperature, Tl, well below the glass transition temperature, TG. to a 



temperature, T,, above To, as shown in Fig. 4, then eqn (3) becomes 

‘TG 

J 
-Tz 

+WG, TJ-&CT,, T,)] = C,dT -?- 
J 

C,dT 
Tl TG 

(3”) 

where C, and Cz are the heat capacities for the thermodynamic states below and 
above the glass transition, respectiveIy. It is assumed that no first order transition 

occurs in the range T1 -+ T2, (i.e., 11~ = 0). Equation 3” is a mathematical description 

of TY as the point of discontinuity in -&e slope of the enthalpy curve and To may bc 
experimentahy determined if the heat capaciges, C, and C,, are known. 

If C, and C, are assumed to be independent of temperature over the range, 

T1 ---, T, (see Fig. 4), then 

(4) 

Unfortunately, the use of eqn (4) to determine Tc requires extremely accurate values 

for C, , C, and the large area between the traces b and a in Fig. 4. 

However, Guttman’ has suggested a method to obtain the glass transition 

temperature, which, although it utilizes the DSC in the sanning mode, is based on 

thermodynamic concepts and may be divorced, to a large extent, from kinetic pro- 

cesses_ Since this method involves only the area sensitive to the glass transition (the 

shaded area between LG and LIF in Fig. 4), it avoids the problem with eqn (4) of 

determining small differences between large numbers. 

The assumption is made that during a scan at a programmed heating rate, TP, a 
temperature, Ti, may be chosen in a temperature range in which the DSC trace is . 

representative of the initial thermodynamic state, i.e., that it is removed both from 

initial transients and thermokinetic effects associated with the transition. Also, that a 
second temperature, Ti, may be chosen, followin= = the transition, similarly represen- 

tative of the iinal thermodynamic state beyond the transition. The sample tempera- 

tures, T;, TY and 7’: are cahbrated at the programmed scan rate, $_ Temperature 

calibration for the scanning modes is discussed eIsewhere6. 

The total enthalpy change between T; and Ti in Fig. 4 will be proportional to 
the area between trace b and trace a, i.e., 

K(AREA KLGE) = Hr,T’G-H1.~3+Ht.T14-Ht.T,G ts) 

where A?, ,=. is the enthaipy of state 1 at temperature, T’, and Ht,T. is the enthalpy of 

state 2 at T’. This equation is an integrated form of eqn (3’7 and defines T& as the 

temperature of intersection of the enthalpy curves of states 1 and 2, Hr.,> = H2_T; 

being previously assumed_ 

1; the traces before and after the transition are constant with temperature, then 

the heat capacities of the two states, Cl and C, are independent of temperature, and 

H l.T’ -HI.T*, = C,(T'-7.;) 

H -HzsT., = C,(T’- T3$ (6) 
2.T’ 
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The extrapolation of state 1 through LIF in Fig. 4 &es 

h-(AREA KLFE) = HI.T.a-H1,T-3 _ 

The residual area obtained from the subtraction of eqn (7) from eqn (5) is 

K(AREA LGF) = h-(AREA KLGE)--h-(AREA KLFE) 

= (n2.T;--Hz.T’c)-(HI.T’.-H,.T’c) 

= c,(T;--T;;)-cc,(~;--&) 

and the glass transition temperature, 7-A is 

(7) 

09 

=, = =r _ dAREA LGF) 
G 4 

cz--Cl - (9) 

The distance, GF = HI = ML, is equal to ?Qxc)- ’ (C, - C,), so we obtain for l;i, 

T& = 7-4 - AREA LGF- f-P-’ (4’) 
GF 

where ?-is the heatin_g rate (Kjmin) and p is the chart speed (unit Iengtbjmin)_ Thus 

the glass transition temperature, 7&, defined as the point of intersection of the 

enthalpies of Ihe initial and final states, is determined in eqn (4’) from the ratio of 
the enthalpy difference to the heat capacity difference between the two states, as the 

large enthalpies common to both states in Fig. 4 and eqn (4) have been eliminated 

and the area of interest, AREA m, now includes only the shaded area minus the 

hatched area in Fig. 4. 

The complications due to the kinetics of the transition have been avoided by the 

extrapolations from r; and T’__ However, it is impossible, with a programmed 

temperature change, to escape effects due to electronic lags within the instrument and 

thermal lags within the calorimeter, the sample, and the interface between them6. 

The calculation of the magnitude of the correction to eqn (4’) to take into 

account these Ias depends upon the mathematical model used to describe them and 

their couplin, 0 with one another and upon the temperature calibration procedure- 
For samples with Iow thermal conductivities, such as organic polymers, these lag 

may amount to several degrees at typical scan rates of Z-20 degrees per minute’. 

Because of the uncertainties involved in the application of these corrections 

(particularly in the thermal lag in the sample), it is prudent to determine TA from 

eqn (4’) for a series of scans at different rates of heating and extrapolate any variation 
in T& to zero heat+ rate_ All samples in such a series of experiments must be 

initially at the same enthalpy state, i-e_, previously cooled from the liquid state at the 

same rate of temperature chanse- 

Tf the heat capacities, Cr and C2, chan,oe linearly with temperature at different 

rates, the traces before and after the transition asin will be linear but will differ in 

sIope as illustrated in Fig- 5. 
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Fig- 5. DSC trace for a gIass transition in which heat capacities are temperature dependent. T;, T& 
and T; and letters are as in Fig. 4. x =distance ML; y=distance GF. 

A development si_milar to that used to obtain eqn (4’) produces a quadratic in 

7’;. If, in Fig_ 5 

x = ML = (pi)- ’ f-f-!Cls,-, - Cl,& 

the Tb may be caIculated from either 

TA = 
T;y-TT;x _ (Ti-Ti) 2f(x-y) AREA LGF 

y--x P(Z- I;) 
(4”) 

or, equivalently, 

T.. may IX imaginary for y>x, resulting from a complicating endothermic reaction 

in the same region. 
It is possible for a smail exotherm to occur below T& if the rate at which the 

sample was previously quenched was more rapid than the rate at which it is heated as 

is the case for curves a and c in Fig. 3. This is indicated by the hatched areas in Figs. 4 
and 5. This enthalpic drift below T,& is kinetically sluggish and may be unresolvable 
at the sensitivity of most scanning instruments. 

The measurement of these drifts by high precision adiabatic calorimetry has 
been reviewed by Chang’. 

If the rate at which the sample is heated is greater than the rate at which it was 
previously quenched as is the case for curves b and d in Fig_ 3, then an endothermic 

l 
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peak will occur immediately after the glass transition. This peak often is present in 
DSC traces and may be quite larse at a rapid heating rate_ It is inciuded in the shaded 

regions in Figs. 4 and 5 used to calculate the area LGF. The traces in Figs. 4 and 5 

are schematic. The exo- and endothermic drifts never both occur in a single scan. 

Two DSC traces for a sample of polyvinyl chloride heated through its @ass 

transition are shown in Fig. 6. In curve a, the sample had been cooled at a rate of 
20 Kjmin while, in curve b, it had been cooled at 0.625 Kjmin. The heating rate for 
both suns was 20 Kjmin. 

I 
---__-----___--_--_$- 

CWTTb= iZEUX;IE FE $= l 23 Umir. 
I 

340 3ko 369 370K 

Fig. 6. DSC +~aces for glass transition of poIyGny1 chloride. Chart speed: 4 in_/min; Range 4; 

p- =20 K!min; weight =279 rns 3) Cooled from 390 K to 200 K at ?,= -20 K/min; b) Cooled 

from 390 K to 200 K at fP = -0.625 Kjmk. 

If the midpoints between the initial and final heat capacity curves were used to 

define the glass transition temperature, then the more rapidly cookd sample in scan 

a would have a lower value (353.0 K) than the slowly cooled sample in scan b 

(354.5 K). 

However, treatment of the scans with Guttman’s method (eqn (4”)) reverses 
the rank of the &ss transition temperatures -352.2 K fDr the rapidly annealed scan 

and 351.8 K for the slowiy annealed scan. This latter rank is in agreement with 

predictions from the thermodynamic model in Fig. 3. 

D!TERMlXATION OF HEAT OF f?MhSITION 
. 

The heat of transition can be measured by the method already described in this 

paper (Fig. I), in which the temperature was increased over successive small in- 

crements. Thus, the heat of fusion of indium may be calculated from eqn (2) by 

summing the h,(T,, TJ terms for the temperature increments_ The heat capacity 

inte_&s for the calorimeter cups and the sample may be calculated from the areas of 

temperature increments for which h,( r,, T,) = 0. These heat capacity terms should be 
no more than several percent of h, for short temperature intervals. 
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The heat of a transition taking place over a broad temperature range, such as is 
the case for the fusion of polymers, could be measured by a large and rapid tempera- 
ture jump from well below to above the transition temperature. This avoids ‘he prob- 

lem of the perception of the gradual departure and return to the baseline before and 

after the transition. Also, any comphcating effects of side reactions, such as re- 

crystallization, which may occur during a slow scan through the transition region, 
would be e!iminated by this “drop” calorimetric method. The great disadvantage 
here is that large heat capacity integrals must be subtracted from the area to obtain 

the heat of transition. 

The DSC trace at constant programmed temperature change often will follow a 

singIe straight line function before and after a transition. In this case the Seat of 

transition may be caIculated from the area between the trace and the constant baseline 

extrapolated from before and after the transition, and the heat capacity integrals in 

eqn (2) need not be determined. 
However, if the sensitivity of the ‘nstrument is sufficient to detect a shift in the 

trace before and after the transition, the manner of drawing the baseline becomes 

important. Large shifts in baseline do occur in cases in which the heat capacities of 

the initial and final states differ appreciably. This obviously is the case where a change 
in the mass of the sample takes pIace, e.g., vaporization. 

Various procedures have been proposed in the past for drawing the baseline 
which either were based on assumed thermokinetic mechanisms or arbitrarily posited 

its construction. However Guttman and Flynn’ have recently devised a method of 

computing the enthalpy of transition independenr of kinetic effects. The derivation is 
similar to that used in the development of eqn (4’) for TA_ 

Fig. 7- I-ddmiizd DSC trace for a first-order transition. a) empty sample container; b) sample with 
first order transition in samp!econtainer. T,, T2, calibrated isothermal temperature: T;, T;. T;, T;, 

calibrhd temperatures 2t heating rate, ZFP- Temperature pro grammed as in Fig_ 4. 

An idealized trace for a Erst order transition is illustrated in Fig. 7. The example 

and discussion zre for an endothermic reaction scanned at a constant heating rate. 
These may be appiied, mutatis mutandis, to exothermic reactions and at constant 
cooling rate. The interpretation of Fig_ 7 is identical to that of Fig. 4. TX and T, are 



80’ 

initial and final isothermal temperatures and the temperature is increased at a constant 

pro_erammed rate, ?“, between them. T; and T; lie, respectively, before and after 

kinetic effects associated with the transition. 

The equation for the difference in area between traces b and a will take the form 

(33 

where TT is the transition temperature and II, is the heat of transition at temperature 

TT- 
In eqn (3”), the area under a second order transition uniquely defined Td_ 

However, in the case of a first order transition, two experimental parameters must be 

determined, TT and h,_ The solution to this problem used by Guttman and Flynnl, 

and generahy used by thermodynamicists, is to assign a v-aIue to the transition 

temperature based OR experimental observation and determine /I~ at this somewhat 

subjectively chosen temperature, consoled by the knowledge that if the enthalpy of 

transition is desired at any other temperature, it may be caIcuIated from KirchhofYs 
CZCptiOIl_ 

There is cor?siderabIe evidence that, for a DSC trace, the experimental para- 

meter most closely reIated to the transition temperature of a sharp, first order 

transition is the extrapohtted onset temperature, cahbrated at the scan rate of interest. 
This is represented by T+ in Fig. 7 and is used in this section as the temperature at 

which the enthalpy of transition is determined_ 

The same assumptions as in the 7-g determination are made, viz_: 1) baseline 

stability, 2) T; and Tl may be chosen at points where the trace is representative of 

thermodyn-tunic states respectively before and after the transition, and 3) extra- 
polation of the heat capacity is permissible from T’; to T; and T. to T;. 

The same development used to determine T.. (eqns (3, (6), (7) and (8)) permits 

the following identifications to be made between areas in Fig. 7 and thermodynamic 

properties in eqn (3”)‘_ 

r T’T 

I 
T’4 

h-(AREA ABCDE) = C,dT f C,dTth, 
W T’3 f--r 

-TIT 
h-(AREA ABGF) = 

J 
C, dT 

r3 

-T’. 

K(A= FHDE) = 
1 

CzdT 
T’T 

Thus the heat of transition, h,, can be determined from the shaded area in Fig. 7, 

since 

K(AREABCDHG) = ic(AREAABCDE)--(AREAABGE)--(AREAFHDE) 

=fi,. (10) 
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Examples of the appkation of this method to specific cases, especiaIIy in the 
re,aion encircled in Fi8. 7 are shown in Fig. 8. The shaded areas are to be added and 

the hatched areas to be subs&acted from the total area used to determine JI* from 
eqn (10). 

Fig. 8. Details of area calculation of the region of the onset temperature. IT, G and W as in Fig. 7. 

5) represents exothermic solidification of a supercooled liquid ( fp<O>. 

There is again temperature correction due to the heat capacity change which is 
similar to that of the &ss transition case. However, here it is a small correction-term 
to what is in itself a small heat capacity correction to the enthalpy. Therefore, usually 

it may be negIected. 
A prevalent method for the determination of areas under thermal an$lysis 

traces with baseline shifts is the construction of a straight line connecting the points 
of departure and return of the trace to the respective baselines that preceded and 

foIlowed the transition’_ That method is thermodynamicaIIy equivalent to defining 
the heat of transformation over a temperature interval during which the difference in 

the heat capacities between the two states changes in a linear manner with respect to 
time (zero order kinetics)_ Not only does such a definition of hT have no significance 

outside of the experimental context, but it also is an unrealistic model for the kinetics 
of transitionsg. 
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